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Abstract Observations from the Global Precipitation Measurement (GPM) core satellite were used along
with precipitation forecasts from the High Resolution Rapid Refresh (HRRR) model to assess and interpret
differences between observed and modeled storms. Using a feature-based approach, precipitating objects
were identified in both the National Centers for Environmental Prediction Stage IV multisensor precipitation
product and HRRR forecast at lead times of 1, 2, and 3 h at valid times corresponding to GPM overpasses.
Precipitating objects were selected for further study if (a) the observed feature occurred entirely within the
swath of the GPM Microwave Imager (GMI) and (b) the HRRR model predicted it at all three forecast lead
times. Output from the HRRR model was used to simulate microwave brightness temperatures (Tbs), which
were compared to those observed by the GMI. Simulated Tbs were found to have biases at both the warm and
cold ends of the distribution, corresponding to the stratiform/anvil and convective areas of the storms,
respectively. Several experiments altered both the simulation microphysics and hydrometeor classification in
order to evaluate potential shortcomings in the model’s representation of precipitating clouds. In general,
inconsistencies between observed and simulated brightness temperatures were most improved when
transferring snow water content to supercooled liquid hydrometeor classes.

1. Introduction

Recent advances in numerical weather prediction (NWP) models have resulted in increased model resolu-
tion, both spatially and temporally. In the United States, the National Centers for Environmental Prediction
(NCEP) High Resolution Rapid Refresh (HRRR) model is run operationally every hour at 3 km horizontal
resolution, providing 18 h forecasts over the continental United States (CONUS; Benjamin et al., 2016).
The HRRR model aims to provide accurate forecasts of convective precipitation in the short term (on
the order of a few hours). Such forecasts are needed for a variety of uses with varying degrees of desired
accuracy, including urban and rural water management, flood forecasting, and initialization of streamflow
forecast models (Ebert, Janowiak, & Kidd, 2007; Fritsch & Carbone, 2004; Shrestha et al., 2013). Accurate
forecasts of convective precipitation are also necessary to meet the National Weather Service’s (NWS)
“warn-on-forecast” objectives for such severe weather events as severe thunderstorms, tornadoes, and
flash flooding (Stensrud et al., 2009).

Accurate short-term forecasts of convective precipitation are challenging due to its spatially heterogeneous
and rapidly varying nature (Shrestha et al., 2013; Sun et al., 2014). In fact, Lin et al. (2005) point out that, on
scales of a few hours, simple advection of radar echoes often provide a better forecast than NWP output.
While increased model resolution and update frequency is expected to mitigate some of these challenges,
many microphysical, radiative, and dynamic processes within convective systems occur on smaller scales
than models can currently resolve (Bryan & Morrison, 2012; Shrestha et al., 2013). In fact, Burghardt et al.
(2014) point out that further improvement to the representation of convective precipitation systems by
NWPmodels will require more than simply increasingmodel resolution to the order of a few hundredmeters.

In addition to the difficulties caused by the behavior of convective precipitation systems themselves, such
systems are also difficult to forecast due to the challenges that are inherent to the accurate representation
of precipitation in the initial forecast state as well as the need for NWP models to “spin-up” from that initial
state (Errico et al., 2007; Rogers et al., 2000; Sheng et al., 2006; Stensrud et al., 2009; Sugimoto et al., 2009; Sun
et al., 2014; Weygandt & Benjamin, 2007; Weygandt et al., 2008). Rapidly updating NWP models that include
precipitation-effected observations in the analysis time step can help to improve the representation of con-
vective systems in the initial model state and reduce spin-up time. Currently, ground-based radar is the only
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instrument available for frequent assimilation cycles of precipitation used
in the HRRR model (Errico et al., 2007; Sun et al., 2014).

Studies by Sheng et al. (2006), Xaio and Sun (2007), Sugimoto et al. (2009),
Sun et al. (2014), and Craig et al. (2012), among others, have shown
improved short-range forecasts resulting from the assimilation of radar
data. Direct assimilation of reflectivity to calculate rain rates via a Z-R rela-
tionship is not particularly desirable, however, due to the nonlinear and
highly variable relationship between the two. Instead, Sun et al. (2014)
suggest diabatic assimilation, in which radar reflectivity is used to deter-
mine a perturbation in latent heating within the column. This methodol-
ogy is preferred because the change in latent heating translates to other
model variables, and the introduction of the large uncertainty in the Z-R
relationship can be avoided. Diabatic assimilation of radar has been
employed in the HRRR since 2013 (Benjamin et al., 2016).

With the HRRR model’s increased spatial and temporal resolution and
assimilation of radar data, improved quantitative precipitation forecasts
(QPFs) are to be expected. Such improvements can be documented
through validation studies, yet the key to continued model advancement
lies in understanding why the model does or does not perform well. As
such, Bytheway and Kummerow (2015) (hereafter BK15) suggest the idea
of a model “assessment,” a process by which the model forecast of a par-

ticular atmospheric variable is not only validated, but an explanation for successful or poor forecast results is
also sought.

The key to improving forecasts of precipitation lies in understanding the physical and microphysical pro-
cesses occurring within the precipitating cloud and accurately representing those processes within the
cloud-resolving model (CRM). Since direct observations of cloud processes are typically limited to aircraft
measurements taken during field campaigns, it is difficult to evaluate the accuracy of the CRM’s in-cloud pro-
cesses. Observations from remote sensing platforms are thus the next best option for assessing the in-cloud
processes simulated by CRMs.

The launch of the Global Precipitation Measurement (GPM) core satellite in early 2014 added a valuable
source of observations of the 3-dimensional structure of storms. While ground-based radars are generally
useful for identifying larger hydrometeors (such as raindrops, large snowflakes, and hail), their data are not
as suitable for discriminating between smaller particles (such as cloud drops versus cloud ice). Additionally,
ground-based radars tend to be less reliable in complex terrain, where beam blockage by orographic features
can be an issue. Space-based observations, such as those from the GPM core satellite, can be used to infer
both profiles and integrated quantities of liquid and ice as well as hydrometeor size distribution parameters,
without being susceptible to interference from terrain and ground clutter. These properties can then be com-
pared to those produced by the model, in an attempt to understand how well the model represents in cloud
processes and hydrometeor distributions.

This study will aim to continue the work of BK15, evaluatingmodel performance in the early hours of the fore-
cast (hours 1–3) and seeking to understand differences between forecast and observed precipitating objects.
Specifically, differences between observed GMI radiances and those simulated using HRRR hydrometeor and
atmospheric output will be examined, and possible explanations for those differences will be sought. The cur-
rent study will continue the feature-based methodology described by BK15, identifying precipitating objects
in both the forecast and observations and calculating biases and location errors in the forecast. Then, using
model output, microwave brightness temperatures (Tbs) at frequencies matching those present on the GPM
Microwave Imager (GMI) will be calculated, compared to the observed, and possible explanations for large
inconsistencies will be explored. As in BK15, this study continues to focus on warm season (June, July, and
August) convective precipitation over the U.S. Central Plains (29°–49°N, 105°–85°W, Figure 1) using the
NCEP Stage IV multisensor precipitation estimate to identify reference-precipitating objects. Forecasts at 1,
2, and 3 h lead times will be examined to ensure that inconsistencies at the shortest lead times are not solely
a result of the model spin-up.
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Figure 1. Central U.S. study domain with GMI 89 GHz Tbs and 2AKu (V05)
radar surface rain rate estimate for a GPM overpass on 18 August 2015 at
21 UTC.
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The remainder of this manuscript shall be structured as follows: data set descriptions will be presented in the
next section, followed by a brief discussion of both the feature matching methodology and the radiative
transfer calculations. Results will then be discussed, followed by concluding remarks.

2. Data
2.1. High Resolution Rapid Refresh Model

The HRRRmodel has served as the NWS’s operational rapid update forecast model since September 2014. It is
a storm-resolving model with 3 km horizontal grid spacing and 40 vertical pressure levels. The HRRR domain
covers the CONUS and is nested within the 13 km Rapid Refresh model domain, from which boundary
conditions are received (Benjamin et al., 2013). The HRRR was designed to provide rapid update model
guidance on convective storms in order to improve severe weather forecasting, air traffic management
and aviation hazard forecasting, and warning dissemination (ESRL, 2015). Full details of the HRRR model
are given in Benjamin et al. (2016).

This study makes use of both 2 and 3-dimensional output from the 2014 and 2015 experimental versions of
the model. Because the model did not become operational until late 2014, only the experimental version was
available for use in both years. Output variables of interest include profiles of temperature, dew point, and
mixing ratios for the five hydrometeor classes (cloud and rainwater, cloud ice, snow, and graupel), as well
as hourly accumulated rainfall. While there were several upgrades made to the model in April 2015 (most
notably upgrading from Advanced Research WRF (WRF-ARW) v3.5.1 to v3.6 and upgrading to aerosol-aware
microphysics; Thompson & Eidhammer, 2014), the behaviors observed in the forecast precipitation discussed
herein were evident in both years.

2.2. NCEP Stage IV Multisensor QPE

The NCEP Stage IV Multisensor precipitation analysis (Lin & Mitchell, 2005; Nelson et al., 2016) provides hourly
accumulated precipitation over the CONUS at 4 km horizontal resolution and is used in this study to identify
observed precipitating features and evaluate HRRR precipitation forecasts. The Stage IV product consists of a
mosaic of regional radar analyses produced by NWS River Forecast Centers. The analyses are adjusted to
gauge measurements and are archived by the National Center for Atmospheric Research. Although the
Stage IV product has been used as a reference data set in a number of studies, Nelson et al. (2016) describe
the production of the Stage IV product in detail and discuss several potential sources of uncertainty within
the product. Smalley et al. (2014) and Prat and Nelson (2015) also provide discussion of Stage IV uncertainties.
However, since the focus of this study is on the consistency of the storm structure with respect to that
observed by the GPM core satellite, and the domain of interest has good radar coverage (Maddox et al.,
2002), Stage IV can be considered to be of adequate accuracy to identify precipitating objects and evaluate
the relative performance of the HRRR QPFs.

2.3. GPM Microwave Imager

The GPM Core Observatory was launched on 27 February 2014 from Tanagashima Island, Japan, and repre-
sents a joint effort between the U.S. National Aeronautics and Space Agency (NASA) and the Japan
Aerospace Exploration Agency. It flies in a nonsun-synchronous orbit with at 65° inclination and altitude of
407 km. The satellite carries a passive microwave imager and a dual-frequency precipitation radar (DPR) oper-
ating at both Ka (35 GHz) and Ku (13.6 GHz) bands, the data from which can be used to retrieve atmospheric
parameters of interest. These retrieved parameters, as well as observed reflectivity and Tbs, are available as a
variety of products from the NASA Precipitation Measurements Mission website (https://pmm.nasa.gov/data-
access).

The GPM Microwave Imager (GMI) is a conical scanning microwave radiometer featuring channels ranging
from 10 to 183 GHz and an Earth incidence angle of 52.8°. The GMI swath is 904 km wide and is over-
lapped in the middle by both the Ka and Ku band radars. An example GMI and Ku radar swath is shown
in Figure 1.

The 1CGMI product contains calibrated brightness temperatures from the GMI instrument. This study focuses
on comparing observed and simulated brightness temperatures at the 36.5 (nominally 37 GHz), 89.0, and
166.0 GHz channels. These channels were selected for their relative insensitivity to surface parameters,

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027527

BYTHEWAY AND KUMMEROW 1067

https://pmm.nasa.gov/data-access
https://pmm.nasa.gov/data-access


such that assumptions about surface emissivity in the Tb simulations would be less important than they
might be at lower frequency channels, as well as for their sensitivity to the ice hydrometeors typically abun-
dant in warm season convective storms. Although brightness temperatures always represent integrated
hydrometeor quantities, the large frequency range implies radiometric sensitivity to a broad spectrum of
cloud and precipitation particles. GMI footprints at 89 and 166 GHz are 4.4 km in the along-scan direction
and 7.2 km in the cross-track direction and are approximately half the size of the 37 GHz footprints.

2.4. GPM 2AKu Radar Product

In addition to the microwave imager, the GPM satellite also carries a dual-frequency precipitation radar (DPR).
The 2AKu radar product (V05) provides estimates of surface precipitation as well as profiles of reflectivity at
13.6 GHz. The Ku radar swath overlaps the center of the GMI swath, with a reduced width of 245 km (Figure 1).
Ku footprints are approximately 4 km with 125 m vertical resolution. Here the Ku radar data will be used to
compare GPM Tb-rain rate relationships against those simulated using the HRRR, and to investigate observed
and simulated reflectivity.

3. Methodology

In order to compare the CRM output to the observed brightness temperatures, precipitating features were
identified in both the HRRR output and the Stage IV product at times coinciding with a GPM core satellite
overpass. Objects were identified in HRRR forecasts produced 1, 2, and 3 h prior to the satellite overpass in
order to evaluate model performance and storm development with varying forecast lead times. Objects were
selected for further study if (a) the HRRR produced a precipitating feature that matched the observed at all
three forecast lead times and (b) the observed feature was located completely within both the study domain
and the GMI swath. Further details of the feature identification and matching and the Tb simulation are
given below.

3.1. Feature Matching and Evaluation

As a first step to feature matching and evaluation, GPM core satellite overpasses within the study domain
were identified. Only those cases where the overpass occurred within 15 min of the top of the hour (i.e.,
the forecast valid time) were used to look for precipitating features. By enforcing this criterion, it is likely that
there would be minimal change in the feature structure between the satellite overpass and the valid forecast
hour. Next, both the HRRR forecast and Stage IV precipitation fields were linearly averaged to a 0.05° (~5 km)
grid in order to place both data sets on the same frame of reference while maintaining the majority of het-
erogeneity within the observed and forecast features. Since the HRRR is produced at 3 km grid spacing
and Stage IV is produced at 4 km resolution, this regridding serves as only a minor degradation in resolution.

Observed and forecast features were identified in amanner similar to the Method of Object-based Diagnostic
Evaluation (Davis et al., 2006, 2009) as detailed in BK15. A 15 km smoothing is applied to both the observed
and forecast fields, and precipitating objects are then defined as contiguous regions within the smoothed
field having rain rates exceeding 1 mm/h and an aerial extent greater than 500 km2. The locations of the
observed and identified features are stored as binary masks.

After the features are identified, descriptive statistics, including bounding latitude and longitude, latitude,
and longitude of the feature center of mass, aerial extent, and feature total, mean, and maximum rainfall,
are stored in separate databases for the observed and forecast features. These statistics were then used to
search for a forecast precipitation feature to correspond to each observed feature (see Figure 3 of BK15).
The matching algorithm first searches for forecast features that overlap observed features, selecting the
forecast feature that overlaps the highest percentage of the observed feature as a match. If there are no
forecast features collocated with an observed feature, the algorithm then searches for forecast precipitation
in the vicinity, seeking features with centers of mass within a search radius of 2.0 times the effective radius of
the observed feature (effective radius defined as the radius of a circle having the same area as the precipitat-
ing feature; Ebert & McBride 2000). If any forecast precipitation features are identified within the search
radius, the feature with the most similar total rainfall to the observed is selected as a match. If no forecast
features are found that match an observed feature, the model is considered to havemissed that rainfall event
and it is not considered for this study.
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3.2. Simulated Radiances

The HRRR model output contains three-dimensional fields of cloud water, rainwater, cloud ice, graupel, and
snow mixing ratios which can be used in forward radiative transfer models to simulate Tbs at frequencies
matching those used on the GMI. Tb simulations were performed using the 2-stream slant-path plane-parallel
Eddington approximation (Kummerow, 1993) assuming spherical particles. Because the microwave frequen-
cies used in this study have wavelengths comparable to particle size, asymmetric scattering is expected to be
minimal and the 2-stream approximation accurate to within a few K.

Care was taken in the simulations to match the microphysical properties as closely as possible to those used
in the HRRR. This included using the mixing ratios of graupel and rain to calculate the intercepts (No) of those
particle size distributions (PSDs) and using the layer temperature and snow mixing ratio to determine the
number concentration of snow particles, as described in Thompson et al. (2008). Additional properties, such
the slope and shape parameters of each species’ PSD and particle densities, were also given in Thompson
et al. (2008), or culled directly from the WRF v3.6.1 code. Surface emissivity for the Tb calculations was
assumed to be 0.9, a reasonable assumption over land surfaces that will generally affect the simulated Tbs
at lower frequency radiometer channels (e.g., 10 and 19 GHz) much more strongly than those at the higher
frequencies being considered in this study. Figure 2 displays an example of the brightness temperatures
simulated at 37, 89, and 166 GHz using surface emissivity values of both 0.9 and 0.8 from an HRRR 2 h forecast
valid at 15 UTC on 7 June 2015. As expected, the 37 GHz Tbs are most affected by the change in surface
emissivity, while the 166 GHz Tbs do not change at all. Changes at 37 and 89 GHz are generally small
(<10 K) and are not affected in the regions of heaviest precipitation in the storm (indicated by the coldest
Tb regions at 89 and 166 GHz).

While the HRRR model operates with double moment microphysics for rain hydrometeors (Benjamin et al.,
2016), hydrometeor number concentrations were not included in the model output at the time of this
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Figure 2. Simulated brightness temperatures at 37, 89, and 166 GHz for a storm in East Texas with surface emissivities of (a–c) 0.9 and (d–f) 0.8, as well as (g–i) the
change in Tbs that resulted from the reduced emissivity.
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writing. Therefore, with the exception of snow number concentra-
tions, which are calculated based on mixing ratio and temperature
(Thompson et al., 2008), the Tb simulations were performed using sin-
gle moment microphysics. Since we are focusing on convective
storms that are expected to have at least some ice in the column, it
is probable that the ice scattering signal will dominate any uncertain-
ties in the simulated radiances caused by the lack of explicit raindrop
size distributions.

4. Results and Discussion

Over the course of the 2014 and 2015 warm seasons in the central
United States, 114 features were identified that met the required cri-
teria. In comparing the observed and forecast/simulated rainfall and
brightness temperatures, there tended to be two “categories” of
cases: Those where the model produced relatively good precipitation
forecasts at all three lead times (i.e., storms were in approximately the

right place and were approximately the right size with reasonably represented intensity), but the observed
and simulated Tbs were different, and those where the model forecast precipitation changed significantly
at each of the three forecast lead times. In this study we will focus on the former, that is, cases in which
the forecast at 1, 2, and 3 h lead times is a fairly good representation of the observed storm. Eight cases were
selected for further study: 5 from the 2014 warm season and 3 from the 2015 warm season. Bias statistics for
each case at 1, 2, and 3 h forecast lead times are shown in Figure 3. Overall, biases in areal extent are reason-
ably small, which is by design given the case selection criteria in which “good” forecasts were identified
visually. Additionally, biases in raining area are generally smaller for forecasts with 1 h lead time than for
longer lead times. This is a good indicator of the effects of radar data assimilation on the forecast. With
respect to intensity, biases in maximum and total hourly rainfall are for the most part positive, while storm
mean rainfall is almost always positive. Thus, even when the HRRR produces storms of approximately the
right size in the right place through multiple forecast runs, it does not always accurately predict the intensity
of the storms and often produces storms that are too intense.

Microwave brightness temperatures at 37, 89, and 166 GHz were simulated for each HRRR forecast at each
lead time. The simulated Tbs were then compared to those observed by the GMI. For each 1 K observed
(simulated) Tb bin, average observed (simulated) rain rates were calculated, with the results at 89 and
166 GHz shown in Figure 4. As expected, the observed Tbs (plus signs) decrease slowly at first through light
rainfall, then begin to decrease more rapidly for heavier rain rates, since stronger, more convective regions
are expected to have more effects from ice scattering. In contrast, the simulated Tbs (asterisks) are generally
warmer than observed in very light rain, then decrease rapidly in light rain up to ~1 mm/h, after which they

continue to decrease at a rate similar to the observed. The rapid
decrease in Tbs for light rain results in overall colder Tbs simulated
using HRRR hydrometeor output than would be observed for the
same surface rain rate. An example of this is shown in Figure 5 for
hourly rainfall ending at 16UTC on 23 July 2014 from a precipitating
feature identified along the Kansas/Nebraska border. The HRRR fore-
cast with a 3 h lead time is shown for the same feature. After 3 h,
the effects of data assimilation should be diminished, and the model
should generally be spun up, with microphysics packages having the
most influence on cloud structure. With a 3 h lead time, the model
produces a feature in approximately the correct location with approxi-
mately the correct size, but with lower hourly rainfall than observed.

Despite the lower rain maximum rates produced by the model, the
Tbs simulated using the model hydrometeor output are similar to
those observed by the GPM satellite. Additionally, areas with light
rainfall are warmer than observed. The warm and cold biases in the
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Figure 3. Calculated biases in (black) mean, (blue) maximum, and (green) total
rainfall as well as (red) raining area for the eight selected study cases at 1, 2, and
3 h forecast lead times.

Figure 4. Average rain rates corresponding to (plus sign) observed and (asterisk)
simulated Tbs at (red) 89 and (blue) 166 GHz.
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simulated Tbs are also evident in Figure 6, which shows 2-D histograms of the distribution of observed Tbs for
rain rates up to 10 mm/h and the difference between the simulated and observed distributions for each
channel and lead time for the eight cases selected for this study. The warm bias for lighter rain rates is
particularly evident at 89 and 166 GHz, as is the larger percentage of cold pixels (<250 K at 37 GHz and
<200 K at 89 and 166 GHz) produced in the Tb simulations. The tendency for a cold bias is most
pronounced at the 37 and 89 GHz channels (Figures 6e, 6f, 6h, 6i, 6k, and 6l)—channels whose signal
comes from lower in the cloud than the 166 GHz.

The results shown in Figures 4–6 indicate a cold bias in the simulated Tbs in and around regions of moderate
to heavy rainfall, and a warm bias in simulated Tbs in regions with lighter rainfall. In order to understand
potential areas where the microphysics scheme incorrectly represents the cloud structure, a series of experi-
ments (Table 1) was performed in which either a microphysical parameter or the distribution of water among
hydrometeor classes was altered in the Tb simulations. The effects of different hydrometeor types on micro-
wave brightness temperatures at different frequencies are fairly well understood (Bennartz & Bauer, 2003;
Burns et al., 1997; Gasiewski, 1992; Skofronick-Jackson & Wang, 2000); however, the relationships are
nonlinear in nature. As such, while several of the performed experiments have expected outcomes, they were
performed in order to estimate the magnitude of the resulting changes in different parts of the storms. In a
manner similar to Skofronick-Jackson andWang (2000), hydrometeor profiles and their microphysical proper-
ties were altered to attempt to bring simulated Tbs more in line with the observed. Onemajor difference from
the previous study is the performance of the current study over land and the resulting focus on channels with
minimal sensitivity to surface emission. Changes to microphysical parameters included increasing or decreas-
ing the particle density or intercept parameter (No) of the PSD of various hydrometeors, while changes to the
hydrometeor distribution maintained the same total water content from the original HRRR, altering only how
the water is distributed among the various hydrometeor species. The redistribution of hydrometeors was
done somewhat arbitrarily but was done in a manner that would maintain an increasing proportion of frozen
hydrometeors with increasing altitude (decreasing temperature) as one would expect. While most of the
changes to the microphysical properties had the same effect over the entire storm (either increasing or
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Figure 5. (a–c) Observed and (d–f) forecast/simulated hourly rainfall (Figures 5a and 5d) and Tbs at 89 (Figures 5b and 5e) and 166 GHz (Figures 5c and 5f) for the
hour ending at 16 UTC on 23 July 2014. Forecast rainfall is from the HRRR initialized at 13 UTC (i.e., a 3 h lead time).
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decreasing Tbs, thus reducing the warm (cold) bias while increasing the cold (warm) bias), the transfer of
snow hydrometeors to supercooled cloud or rainwater tended to increase simulated brightness
temperatures in the interior of the storm (i.e., heavier rain), while decreasing Tbs around the edges of the
storm (i.e., light rain). This differential effect in different areas of the storm arises from the reduction of ice
scattering in the heavier precipitation cores, while at the same time increasing emission from liquid
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Figure 6. (a–c) Two-dimensional histogram of observed Tbs as a function of rain rate and the difference between simulated and observed distributions at HRRR fore-
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hydrometeors near the melting layer of the cloud. Near the edges of the storm, where there is generally less
snow present, scattering is less prevalent and warmer surface radiation reaches the top of the atmosphere.
Transferring snow water to liquid hydrometeors near the freezing level raises the height of the emitted
radiation in these regions, thus reducing the simulated Tbs somewhat. Figure 7 shows a sample of the
changes to the simulated brightness temperatures at 37, 89, and 166 GHz for the experiments highlighted
in bold in Table 1 for the case shown in Figure 5. The uniform storm-wide changes associated with
changes to particle density and the diverse effects in different regions of the storm that result from
changes to the hydrometeor distribution are both shown. Figure 8 shows the difference between the
distributions of simulated and observed Tbs for all eight cases when snow is transferred to rain in layers
where T > 270 K (experiment 9). The cold bias at higher rain rates has been nearly eliminated at all
channels. While the warm bias still remains when considering all of the cases, there is some evidence of
improvement, particularly at 89 GHz. Individual cases demonstrated more or less improvement in the
warm bias depending on the amount of ice the HRRR model produced outside of convective cores.

There are many possible microphysical explanations for the mismatch between observed and simulated Tbs;
however, the improved representation of high-frequency simulatedmicrowave brightness temperatures that
results in most regions of the storm (cooling regions with warm Tb biases and warming regions with cold Tb
biases) from the transfer of snow to cloud or rain suggests an absence of liquid hydrometeors above the
freezing level (supercooled liquid). The GPM Ku radar can be used to test this hypothesis. Using the HRRR
output, reflectivities at 13.6 GHz were simulated using QuickBeam (Haynes et al., 2007). As with the simulated
Tbs, single moment microphysics were used, but all microphysical parameters were kept as close to those
used in the model as possible. Figure 9 shows the observed reflectivity at 4 km, approximately the bottom
of the freezing level, and at 6 km, above the freezing level, along with the simulated reflectivity at the same
heights both from the original HRRR output and with snow water transferred to rainwater at temperatures
>270 K (third row in Figure 7). Given that the observed and forecast storms had different intensities, and
distributions of rainfall, an exact match is not expected. However, it can be seen in the left column of
Figure 5 that similar intensities exist in the center of the forecast feature and the western portion of the
observed feature, but the simulated reflectivities at 4 km (near the freezing level) are ~10 dBZ lower than
observed for the same rain rates. Transferring snow to supercooled liquid increases the reflectivities, bringing
them a bit more in line with the observed, although a bit too high. At 6 km the observed reflectivities are
again higher than the simulated in regions of heavier rainfall, but in regions with lighter rainfall, the values

Table 1
Changes Made to Microphysical Parameters and Hydrometeor Distributions to Determine Their Impact on Simulated Brightness Temperatures

Experiment number Experiment description Outcome

Microphysical property
changes

1(2) Double (half) snow density from original
value of 100 kg/m3 (Figures 7a–7f)

Decrease (increase) in 37, 89, and 166 GHz
Tbs by several tens of K storm-wide

3(4) Increase (decrease) graupel density by
50% from original value of 500 kg/m3

Decrease (increase) in 37, 89, and 166 GHz Tbs
by 5–30 K storm-wide

5(6) Increase (decrease) rain intercept
parameter (No) by 50%

No change at any channel

7(8) Increase (decrease) graupel intercept
parameter (No) by 50%

Decrease (increase) in 89 and 166 GHz Tbs and increase
(decrease) 37 GHz Tbs by a few K storm-wide

Redistribution of water
content

9 Transfer all snow to rain at T
> 270 K (Figures 7g–7i)

Overall improvement at 89 and 166 GHz
(increased Tbs in heavy rain cores and

decreased Tbs in stratiform/anvil up to ~15 K).
Approximately 37 GHz Tbs reduced storm-wide.

10 Transfer all snow to graupel Decrease 37, 89, and 166 GHz Tbs several tens to
>100 K storm-wide

11 Transfer of snow to cloud
(Figures 7j–7l): 100% at T

> 270 K 50% at 260 < T < 270

Increase in 37 GHz Tbs storm-wide. Increase in 89 and
166 GHz Tbs with some slight cooling at storm edges.

Increases of a few tens of K, cooling of a few K.
12 Transfer snow: 100% to rain at T > 270 K 30%

to rain, 30% to cloud at 260 K < T < 270 K,
10% to rain, 10% to cloud at 255 K < T < 260 K

Similar to above, with slightly less warming in cores and
slightly more cooling at edges including at 37 GHz

Note. Effects of changes to the Tb simulations highlighted in bold are shown in Figure 7.
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200 kg/m3 (Exp. 1), (second row) snow density is reduced from 100 kg/m3 to 50 kg/m3 (Exp. 2), (third row) all snow water is transferred to rainwater for layers with
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are similar. This suggests a more appropriate representation of hydrometeor species above the freezing level
and supports the hypothesis that a lack of supercooled liquid near the freezing level is at least part of the
reason for inconsistencies between observed and simulated Tbs.

There are several possible explanations for the apparent improper partitioning of water content between
liquid and frozen hydrometeor species. At the root of some potential explanations lies the fact that the
Thompson microphysics scheme “cuts off” the cloud ice category at particles reaching 200 μm. This not only
serves to eliminate the need to consider the growth of cloud ice by riming (thus considering only growth by
deposition) but also creates many extremely small snow particles. It should be noted that the GMI channels
considered in this study are not very sensitive to the small (on the order of a few tens of microns) cloud ice
particles typically found in storm anvils, and therefore, experiments in which snow was transferred to the
cloud ice category were not performed. The tiny snow particles formed at the upper levels of the cloud as
a result of the 200 μm “cutoff” grow by vapor deposition and fall through the cloud as they became larger.
Upon descending to levels where supercooled liquid would be expected, they are typically large enough
to grow efficiently by riming, depleting much of the supercooled liquid (Thompson et al., 2008).

Although not examined herein, it is worth noting that there is likely some contribution to the discrepancy
between observed and simulated Tbs that results from the assumption of spherical ice particles in the radia-
tive transfer calculations. Many studies (e.g., Kulie et al., 2010; Liu, 2008; Olson et al., 2016; Petty & Huang,
2010) have shown significant impacts to simulated Tbs when extinction by nonspherical ice particles (e.g.,
columns and dendrites) is considered. These effects were most significant at higher frequencies and
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Figure 8. As in Figures 6d–6l, for Tbs simulated after transferring al snow water content to rain in layers with T > 270 K (Exp. 9 in Table 1).
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cannot be discounted from at least partially explaining the simulated Tb behavior at 89 and 166 GHz found in
this study.

5. Conclusions

This study evaluated forecasts of warm season convective precipitation from the HRRRmodel over the central
United States, using observed radiances from the GPM Microwave Imager to evaluate consistency between
observed and forecast storms. Forecasts at 1, 2, and 3 h lead times were considered. Several storms that were
forecast with relative accuracy at all three lead times were selected for further study, and comparison of the
raining area and maximum, mean, and total storm rainfall to that given by the NCEP Stage IV multisensor
precipitation product showed that the selected cases were generally correctly located with positive biases
in forecast hourly rainfall.

Brightness temperatures at GMI frequencies were simulated using plane-parallel radiative transfer assuming
a typical land surface emissivity value of 0.9. In order to minimize the effects of this assumption on the results,
this study focuses on brightness temperatures at 37, 89, and 166 GHz because these frequencies are less
sensitive to the surface and more sensitive to cloud hydrometeor contents. Overall, the simulated brightness
temperatures were colder than observed Tbs at the same rain rate with the exception of a warm bias in
regions of very light rain. This pattern was visible in Tb maps created for the eight cases examined in this
study. In order to understand possible reasons why the simulated brightness temperatures were different
than the observed, a series of sensitivity tests were conducted in which either microphysical parameters or
the hydrometeor distribution was altered and the effects on the simulated Tbs were examined. Generally,
changes to the microphysics had the same impact over the entire storm, whereas changes to the hydrome-
teor distribution tended to impact the interior and exterior of the storms (i.e., convective cores versus light
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Figure 9. Observed reflectivity from the GPM Ku radar at (a) 4 km and (d) 6 km. (b and e) Simulated reflectivity at the same heights using the original HRRR output
and (c and f) when transferring snow water to rain in layers with temperature >270 K (Exp. 1 in Table 1) for the case shown in Figure 5.
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rain regions) in opposite ways, generally depending on whether the emission signal was dominated by ice
scattering. In reality, the inconsistency between simulated and observed Tbs in warm season convective
precipitation is likely due to a combination of effects, including things not considered in this study.
Different processes occur within the convective, stratiform, and anvil regions of a given storm, and so a
one-size fits all explanation for the Tb biases is not to be expected. However, given the results of the experi-
ments discussed herein and the behavior of the simulated reflectivity at and above the freezing level, it
seems that the absence of supercooled liquid is at least partially responsible for the large differences
between simulated and observed brightness temperatures. Sensitivity tests to determine whether the redis-
tribution of hydrometeors from snow to supercooled liquid results in improved forecasts of precipitation
intensity will be left to future work, as will further exploration of the data and products from the GPM DPR,
which can provide additional information about the presence and location of bright bands and estimates
of the observed PSD parameters.

In addition to assumptions about surface emissivity, other assumptions in the radiative transfer could have an
effect on the simulated brightness temperatures and reflectivities, including the use of single moment micro-
physics, whereas the HRRR model uses double moment. While the microphysical parameters in the radiative
transfer were treated as similarly as possible to the Thompson et al. (2008) microphysics, the unavailability of
the number concentration output means that the PSDs in the Tb and reflectivity simulations will not exactly
match those in the model.

As the HRRR (and other convection allowing NWP) model continues to undergo development, comparisons
to spaceborne sensors can be a useful tool to evaluate the representation of cloud systems. In this study we
focused on cases where the model performed relatively well, in terms of producing a convective storm
system in the right place at the right time but that had simulated Tbs inconsistent with the observed.
Inconsistencies between simulated and observed microwave Tbs could also help developers understand
how misrepresentation of precipitating clouds in the model may lead to bad forecasts.
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